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Problem

- Given data D and one of the following:

- Loss-based clustering: a partition C of data D that
minimizes a loss function L(C, D)

- Model-based clustering: a model P fitted to the data from
some model class

Target: Decide whether C or P is meaningful.
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Intuition: Loss-based clustering

» Loss-based clustering:

- A loss-based clustering seeks a partition C of
Data D that minimizes a loss function L(C, D)

- A meaningful clustering C should have a small loss
and have a stability property
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Main Result: loss-based clustering

- Given data D and a clustering C obtained by trying to
minimize some loss L(C, D):

. Any other clustering €’ such that L(C’,D) < L(C, D) is

close to C in earth mover’s distance under some

computable conditions of C.



Example: K-means Clustering

Good, Stable, d=1e-4 Bad, Not Stable, Unstable, Good?
No Guarantee No Guarantee
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Intuition: Model-based clustering

- Model-based clustering:

- A model-based clustering fits the data to a model P
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Intuition: Model-based clustering

- Model-based clustering:

- A model-based clustering fits the data to a model P

- A meaningful fitted model P for model-based
clustering should be also be good and stable.
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Example: Model-based Clustering

A meaningful fitted model should be good and stable

A Good and Stable Fit

0.0251 '

0.000

A Good and Stable Fit

True Density P =
Fitted Density 2 = 0.5N(—3,1) + 0.5N(3,1)

Total Variation Distance: d; (P, P) < e =0.001
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Example: Model-based Clustering

A meaningful fitted model should be good and stable

P: A gaussian mixture with 4 components,
means at (-3,-1,1,3), each variance = 2.25

P’: A gaussian mixture with 5 components,
means at (-4,-2,0,2,4), each variance = 2.25
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Example: Model-based Clustering

A meaningful fitted model should be good and stable

0.200

P: A gaussian mixture with 4 components, .

means at (-3,-1,1,3), each variance = 2.25 / \

P’: A gaussian mixture with 5 components, .10
means at (-4,-2,0,2,4), each variance = 2.25

0.075

0.050 / \
0.025

A Good but Unstable Fit
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Main Result: Model-based clustering

P in Model class M(K, x

min?®

c) If:

K K
. P = Z ﬂ'kNd(,uk, szld)’ Z 7, = l,ﬂk > 0
k=1 k=1

. Minimum weight minz, > 7_._

. . =l
Minimum separation min > C
° %] O + 0]
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Main Result: Model-based clustering

. Given data D from true density P and a model P in

model class M(K, z_. ,c) such that total variation

1n°®
distance d,,(P,P) < e

. Under computable conditions on K, z..,c, e, any

1n?

other P € M(K', c) such that d, (P, P) < e must

ﬂmin’

have K’ = K, and close in parametric distance to P.
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Example: Model-based Clustering

True Density P = ?

A Good and Stable Fit

Fitted Density P = 0.5N(—3,1) + 0.5N(3,1)

0.175

0150 Total Variation Distance: d;(P, P) < 0.001

0.125
0.100
0.075
0.050
0.025{ '

0.000

A Good and Stable Fit

18



Example: Model-based Clustering

True Density P = ?

Fitted Density P = 0.5N(—3,1) + 0.5N(3,1)

0175 Any Density P’ € M(2,0.45,3)

0.150 Total Variation Distance: dTV(P ) P ), dTv(P , P") <0.001
0.100 P=nr 1N ( Hi, O 12 )+ 7T2N (qu, 022 )

| Hi < Hy

A Good and Stable Fit

19



0.200

0.175

0.150

0.125

0.100

0.075

0.050

Example: Model-based Clustering

A Good and Stable Fit

0.0251 '

0.000

A Good and Stable Fit

True Density P =

Fitted Density 2 = 0.5N(—3,1) + 0.5N(3,1)

Any Density P’ € M(2,0.45,3)

Total Variation Distance: d; (P, P), dr/(P,P’) <0.001

P’ = mN(uy, 67)+myN(py, 05
K < My

\4

Mean: |y, — (=3)| < 0.02,|u, — 3| < 0.02

Variance: max{diz,ll 012’2} <1.034

Weight: max{ |7, — 0.5]|, |7, —0.5]} < 0.004
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Thank you!



